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ABSTRACT

The recent increase interest in Population modeling has brought up the need to define the term. Rather than a formal definition, we are collectively defining the term by population modeling examples collected from all the authors. Examples include epidemiology, Behavioral, health economics, emergency response, biology, and computational tools. A formal definition is also discussed to provide a current definition for an emerging field.  
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INTRODUCTION

This paper originated from a discussion held at the population modeling working group at the Multistage Modeling Consortium and Interagency Modeling and Analysis Group (MSM/IMAG) meeting held at the NIH in September 2014 [1]. There was increased interest in the group, many people chose to attend the working group meeting and presented their work:

"Modeling a collection of entities with different levels of heterogeneity"

This is an ad hoc, quick consensus definition that fit the group that met at the NIH. However, we continued and tried to seek a wider definition. We created a SimTk portal [2] with a mailing list [3] and invited contributions of work. This paper summarizes and edits the contributions made in about a month in an attempt to better define this field. 

The raw discussions from which the paper is based on can be found in the mailing list archives [4] 

The paper will attempt to use the examples contributed to define the field, rather than draw upon the definition reached. Following the examples we will discuss possible definitions. Let us then proceed with the examples in the original order of submission. 
Examples Contributed:
Olaf Dammann and Benjamin Hescott, Tufts
The Tufts Population Modeling group is interested in occurrence patterns of developmental disabilities and their risk factors [5]. We take a bottom-up approach in transition-likelihood simulations of birth cohorts. The idea is to simulate disease occurrence in virtual populations that can be compared to published data. We have come to call this approach “systems epidemiology”[6], which involves observation in populations and population modeling, in order to complement systems biology, which involves biological experimentation and computational modeling of individual entities. Our current project is centered around the question: What respective roles do oxygen exposure and neonatal infection play in the etiology of retinopathy of prematurity [7]?
Sergey Nuzhdin, University of Southern California
In societies – both animal and human – many individuals interact with one another. These social interactions can affect group size and composition, and conversely, group size and composition can affect social interactions among individuals. Individuals within societies differ in important ways from one another; for example in their likelihood of associating with, or attacking other individuals; and if they are attacked themselves, they may differ in how they adjust their own behavior based on that experience. All this suggests that differences among individuals in mean levels of behavior and behavioral plasticity must affect, and be affected by, higher level properties of groups and societies. However, untangling the effects of individual differences in behavior and behavioral plasticity on the social and spatial patterns of groups and societies is refractory to current modeling and analytic tools. Feedbacks between behavior at the level of individuals and behavior at the level of groups and societies must be understood in order to predict the behaviors and their key health outcomes at each of these levels. [8-10].
Jacob Barhak
The Reference Model of disease progression [11] predicts disease burden including outcomes and costs in diabetic populations. It validates combinations of disease models and hypotheses against clinical trial results. Baseline populations from the trials are modeled from publicly available statistics. Populations are generated using Monte Carlo techniques. Population generation from public summary data avoids restrictions associated with individual patient data, and therefore allows access to more modeling data. The MIcro Simulation Tool (MIST) [12] is developed to support such population modeling capabilities. This free software tool uses Evolutionary Computation and High Performance Computing. MIST runs over the cloud!
Atesmachew B Hailegiorgis, George Mason University We studied climate driven outbreak of cholera in refugee camps. In this work, we developed a spatial agent based model to explore the spread of cholera by explicitly representing the interaction between humans (host) and their environment, and the spread of the epidemic using Susceptible-Exposed-Infected-Recovered (SEIR) model. We utilized hydrology and GIS techniques to combine elevation surface data with rainfall to carry pollutants (disposal and feces). Results from the model showed that seasonal rains caused the emergence of cholera outbreaks, and more importantly agents’ social behavior and movements aggravated the spread of cholera to other camps where water sources were relatively safe. [13]
Shweta Bansal, Georgetown University
 Epidemics caused by the transmission of infectious agents are marked by variation. Heterogeneities in pathogens, host populations, and the interactions between them profoundly affect the dynamics of infection. There are several epidemiologically important sources of variability, including disease-independent host parameters—age, sex, contact rate, and compliance to public health recommendations—and disease-dependent host parameters—susceptibility to disease, transmission rate, mode of transmission, and recovery rate. The field of network epidemiology is a branch of infectious disease modeling which focuses on disease-independent heterogeneity in host contact rates [14]. That is, the number of potentially disease-causing interactions can vary widely across a host population. Although this is only one aspect of host heterogeneity, it is an important one.  Variability in contact patterns can stem from social structure, age, sex, spatial structure and behavioral differences. This heterogeneity is ubiquitous at many scales, can cause variability in fundamental disease parameters such as infectivity and susceptibility, and profoundly shape population-level disease dynamics. Incorporation of individual-level contact heterogeneity in population modeling of infectious disease spread has led to an understanding of super-spreading phenomenon [15], of the preferential impact of past epidemics on future disease dynamics [16], and the design of targeted intervention studies that can effectively control disease outbreaks [17]. The field of network epidemiology has seen many advances in recent years, spurred by the availability of data and by the maturation of network theory; however, many challenges still remain [18].
H. Stephen Leff, Human Services Research Institute
My modeling work is in the area of planning and resource allocation for mental health systems for persons with serious mental illness.  The model I have worked with most over the years is a web-based Markov simulation named Planning by the Numbers (PBN). There is a professional version for planners who wish to use all of their own inputs.  There is also a free version of PBN for planners who wish to employ a simpler version of the simulation that utilizes data synthesized from a variety of mental health planning projects [19].  Inputs include such things as the population to be served, services desired, service unit costs, and predicted outcomes in the form of transition probabilities. Typically, the model is used for applications like budget planning, settling right to treatment suits, planning to resize hospitals, and planning jail diversion programs. Currently, I’m expanding the model to cover integrated physical health care for persons with serious mental illness as well as mental health care. I am also working on a meta-analysis of transition probabilities from studies of mental health systems.  I very occasionally blog on mental health planning at Mental Health Planning by the Numbers [19].  A comprehensive description of my modeling work can be found in [20]. A description of a model application particularly relevant to the current state of mental health care in which prisons have become the “new asylums” is [21].
Joshua G. Behr, Old Dominion University
We conceptually map the sheltering and evacuation "decision calculus" of individual household members when facing an impending sever storm event [22]. That is, we identify the factors (and their associated weights) with a 'basket' of factors that individual households employ when making sheltering and evacuation decisions. We identify these baskets for different population groups (silos). These data are then spatially mapped across a geographic space. These data and insights are largely derived from household interviews. In a another vein, we also identify the factors and decision processes involved in choosing health care treatment venues such as emergency departments, primary care, and safety net health providers. These data are gathered through patient interviews at the time of seeking service.
C. Anthony Hunt, University of California San Francisco
Phenomena that characterize many health-influencing interventions exhibit considerable intra- and inter-individual variability.  We are early on a M&S methodology path intended to provide mechanistic explanations that can be tailored to individual patients. We utilize non-reductionist agent-oriented methods.  Mechanisms within our models are parsimonious and thus relatively coarse grain [23].

Active projects:

1) Considerable intra-individual variability is observed for some individuals but not others in bioavailability of generic drug products.  [24]

2) There is considerable intra- and inter-individual variability in phenomena resulting from drug induced liver injury.  [25] 

3) There is considerable inter-individual variability in fracture healing, especially the occurrence of fracture non-unions.  This project is earlier stage.

4) Answering that above questions requires that analog mechanisms are modular. [26]

Talitha Feenstra, University of Groningen
Most of my pop modeling work is related to my other affiliation at the Dutch National Institute for Public Health and the Environment (RIVM) and concerns economic evaluation of prevention. The largest part has been using the RIVM chronic disease model developed by Rudolf Hoogenveen and others.

This model simulates aggregates, modeling the Dutch population, specific to age and gender. It describes the relation between several lifestyle risk factors (smoking, drinking, food intake) as well as intermediate outcomes (blood pressure, cholesterol, bmi) and a range of chronic diseases. Outcomes are morbidity, mortality and what can be linked to these (QALYs and costs) [27-30]. 

Furthermore, we made extensions of this model to disease specific populations though, for Chronic Obstructive Pulmonary Disease and Diabetes. 

I used another related model for a recent project for Chafea. In this project we have made projections of life expectancy and healthy life expectancy for all EU countries, and corrected these for differences in three lifestyle factors. 

The DYNAMO-HIA model [31] was developed jointly by RIVM and ErasmusMC and several international partners. It can be freely downloaded and is adaptable by using different sets of input data.
Madhav Marathe, Virginia Tech
The Network Dynamics and Simulation Science Laboratory (NDSSL), is a part of the Virginia Bio-informatics Institute at Virginia Tech [32]. The lab focuses on developing synthetic information environments to study large scale biological, information, social and technical (BIST) networks.

Models of populations are central to this endeavor. We are agnostic of specific populations -- we have worked with human populations, animal populations, cells and wireless devices to name a few. The key aspects are: (i) developing realistic representations of populations as opposed to ones that are modeled as simple random structures, (ii) populations are relational (e.g. people have an age) and dynamic, (iii) dynamics of interested are obtained by composing local dynamics that capture interactions. 

Four large bodies of work that we are involved in are: (i) science of networks, (ii) public health epidemiology and (iii) disaster resilience and (iv) computational immunology. For e.g. the immunology work is funded under the NIH NIAID center called MIEP. As another example, the public health epidemiology work is supported by multiple organizations, including NIH NIGMS, DOD DTRA, NSF, IARPA and others. See [33] for description of our work that we are currently doing to support the Ebola response efforts. See [34] for applications, especially SIV and Granite.  SIV is a visual analytics tool to visualize synthetic populations. We have created a synthetic population for the entire US now and should have a version of large fraction of the globe by the end of the year. The resolution and fidelity of course varies. Synthetic populations and networks are a synthetic but realistic representation of the population of interest. Granite is a web based system to analyze large networks. You can simply register and use the facility.
Mary Butler, University of Minnesota 
At the University of Minnesota's School of Public Health, we have an interdisciplinary group meeting under a "big data' label to grapple with issues of using health care data to answer population health questions - estimating risk factors, comparative effectiveness research, treatment heterogeneity - and what we might/need to do to structure the data to be able to usefully address the questions.  Not just matters of data structure for computational issues, but also how to collect/make available more meaningful patient outcomes and at what times to avoid the same biases that exist with current data sources [35].
Bradley Davidson, University of Denver 
Our goal at the University of Denver is to simulate population-based randomized controlled trials (RCTs) with realistic treatment effects using efficient probabilistic techniques. This represents a fundamental shift in how to use musculoskeletal simulation. We recently created a probabilistic “wrapper” for OpenSim [36] to perform musculoskeletal simulations that Account for uncertainty and variability from multiple sources. The probabilistic interface uses traditional Monte Carlo simulations [37,38] and more efficient and innovative methods such Advanced Mean Value to simulate realistic affects of population variability. We recently demonstrated the ability of the interface to analyze the effects of experimental error (marker placement, movement artifacts) and parameter uncertainty (e.g. body segment parameters, muscle parameters) within patient-specific simulations [39].
Paul Marjoram, University of Southern California 
We focus on multi-scale modeling of genetic variation in developmental networks in Drosophila. There we model how populations of cells in the Drosophila embryo interact to produce patterns of gene expression that are important to development of the embryo. In addition to this I also have research interests in modeling how populations of cells interact in growing tumors (the application being to colon cancer), and in agent-based modeling of animal behavior. In the latter work, we are developing an interest in exploring how variation within the population can affect the emergent properties of behavior, or the robustness of behavior to external perturbation. Currently, the applications of this work are also primarily to Drosophila. For the developmental network application [40]. For the tumor application [41,42].
Stefan Scholz , University of Bielefeld 
I am working at the Department of Health Economics and  Management at the University of Bielefeld. Here you can find a webpage/blog about the SILAS-model [43], which aims to simulate Sexual Infections as Large-scale Agent-based Simulation. Basically, SILAS is a demographic model which explicitly simulates sexual contacts of hetero-, homo- and bisexual agents in relationships and for singles on a daily basis. The birth of a new agent is thereby initiated by an unprotected (pill, condom) sexual contact between heterosexual agents respecting induced and spontaneous abortion. STIs can also be spread among the agents via those sexual contacts. Agents are already forming small family networks and reproduce themselves close to the level of the general German population without any externally given fertility rate. It is planned to extend the model to a regional distribution of the agents and other social networks to simulate the regional spread of diseases and other (non-STI) infectious diseases, respectively.

The model is built in the FLAME-framework [44] which combines C-code and XML-files to enable agent interaction via the X-machine framework. SILAS is of stochastic nature, as each agent calculates probability distributions in dependence to its characteristics (age, sex, sexual orientation, etc.) from which it samples its behavior. The behavior rules are estimated from a large panel-data set using the GAMLSS-package [45] in R It is also planned in the medium-term to migrate the model to an AmazonWebServices-server to scale the model size.
Jonathan Karnon, University of Adelaide  
My interest in simulation modeling is as a tool for the economic evaluation of health care technologies and services. Two recent areas of application have included a discrete event simulation (DES) of glaucoma services at a large, local public hospital that was experiencing a high level of demand that was outstripping supply. The DES represented the referral of patients to the glaucoma service, assigned a disease status at the point of referral, and then modeled the progression of disease over time, which informed the estimation of quality adjusted life years for each referred patient. In parallel, the model represented the availability and use of the resources available to provide glaucoma services across the dynamic population of patients who had been referred to the service. In general, more frequent contact with the glaucoma service increased QALY gains due to the early detection and response to progressing disease. We evaluated the effects a range of alternative clinical pathways (e.g. earlier use of laser in the treatment pathway) and amendments to the organization of the glaucoma service (e.g. changing the duration of the booking cycle). We identified options that would improve outcomes across the population at minimal additional cost, which informed actual changes to the applied glaucoma services [46].

The second area is the use of DES to calibrate cancer surveillance models. Our first application was to evaluate the cost-effectiveness of alternation frequencies of surveillance following diagnosis and treatment of early breast cancer. We extracted data on prognostic indicators, frequency of mammographic surveillance, and outcomes (recurrence and death) for 1,100 women diagnosed with early breast cancer. A relatively simple breast cancer progression model was developed that included a surveillance event. Probability distributions around the time to event parameters were informed by the existing literature and expert clinical opinion. Women in different prognostic groups (e.g. 407 women with a moderate prognosis) were run through the DES, replicating the observed frequency and timing of surveillance for each woman. The time to event parameters were calibrated to the observed recurrence and mortality outputs for each prognostic group. The calibrated model was used to evaluate the costs and QALYs of alternative surveillance strategies [47].
Aaron Garrett, Jacksonville State University  
My focus is on computational intelligence, particularly evolutionary computation in optimization. I created and maintain a Python library for computational intelligence/evolutionary computation called inspyred [48,49]. The only population modeling (if it can be considered such) that I have done has been simulating evacuees from a structure when trying to optimize the egress locations for safety and timeliness [50].
Wojciech (Al) Chrosny, TreeAge Software   
My interest in population modeling is from perspective of tools and methods. The healthcare economics is relatively new area for me, but I find that I can bring many of my electrical engineering and computer science experiences. Recently I have been working on comparison of discrete event simulation methods and Markov individual patient simulation methods. Some preliminary results of the comparison were presented at [51].
Samarth Swarup, Virginia Tech    
I am a research scientist at the Network Dynamics and Simulation Science Lab at Virginia Two recent examples of studies are below.

1. Disaster resilience: We developed a simulation of the aftermath of a 10kT improvised nuclear  detonation at ground level in the middle of Washington DC on a weekday  morning. This simulation included 730,000 agents, and models of the  transportation, communication, health, and power infrastructures. We modeled the expected behavior of individuals, including searching for family members, seeking shelter, seeking healthcare, evacuation, etc. We showed that relatively passive interventions like partially restoring communication as quickly as possible could have a significant effect on lives saved. [52,53].
2. Epidemiology: In this study, we augmented an existing synthetic population of Washington DC with a population of transients (tourists, business travelers). Washington DC sees an average of 50,000 visitors on any given day, and these visitors go to highly trafficked areas of the city, such as around the National Mall. We simulated a flu epidemic in the city and showed that including transients in the model makes a significant difference. Further, we showed that implementing a location-specific intervention, such as encouraging healthy behaviors (covering your cough, using hand sanitizer, etc), in four major museums around the National Mall can have a significant impact on reducing the epidemic [54].

Naren Ramakrishnan, Virginia Tech   
I am a computer scientist by training and most of my recent work focuses on developing models for forecasting population-level events, e.g., disease outbreaks, civil unrest, elections. We are supported by an IARPA OSI project that aims to use open source information (news, blogs, tweets, economic indicators) to develop algorithms that can identify precursors and surrogates for events, and model their progression. We are a data analytics group and work closely with many domain experts (epidemiologists, social scientists, economics, political scientists) in developing our approaches [55-57].
Cristina Lanzas, North Carolina State University   
I am faculty at the department of Population Health and Pathobiology at North Carolina State University. Our lab focus on the epidemiology and ecology of infectious diseases in animal and human populations. We work with a range of pathogen-host systems including zoonotic pathogens and health-care associated diseases in humans. We combine data, epidemiological analysis and mathematical models to study transmission mechanisms, and to identify and design control measures to reduce the public health burden associated with infectious diseases with emphasis on the role that environment plays on transmission and the dissemination of antimicrobial resistant pathogens [58]. The rational design and assessment of surveillance and control strategies for environmentally transmitted pathogens require models that capture more realistic exposure patterns and include spatial features of the pathogen transmission [59]. For our current NIH funded project, we are using the spora-producing C. difficile as a case-study to improve mathematical models used to assess environmental transmission [60]. We are developing compartmental and agent-based models that include explicit functional forms for different environmental exposure pathways, and consider spatial features of pathogen transmission. In addition to using the models to design and evaluate interventions to reduce the burden of C. difficile, the models are used to investigate the effect of the characterization of the environmental pathogen distribution and scale with the generated model dynamics. And in collaboration with mathematicians, we aim to use the models generated in this project to address some significant mathematical challenges associated to the analysis of agent-based models. These challenges include how to reduce spatially explicit agent-based models to mean-field dynamics, and how to transfer optimal control strategies from the mean-field models to the agent-based models.
Amiyaal Ilany, University of Pennsylvania   
I am a behavioral ecologist interested in broad aspects of social behavior. I incorporate theories and approaches from several disciplines, including mathematics, statistics, and sociology, and use empirical and theoretical methods to better understand behavioral phenomena. Much of my research focuses on the study of social networks and on principles of animal communication.  I integrate concepts and analytical tools coming from the fields of biology, sociology and network science that aid in understanding the causes and consequences of social relationships.  Social network analysis is a powerful framework that provides metrics to quantify social structure at different levels of organization. I have adopted this approach to utilize the extensive dataset of social interactions in a wild rock hyrax population. I developed a general agent-based model that demonstrates how social stability is achieved when cooperation is practiced in cohesive clusters of individuals. [61-63]
Discussion
The examples provided by the community that assembled around the mailing list describe population models applied to multiple fields: Behavioral, Biology, Epidemiology, Health Economics, and Emergency Response. Also some basic tools were introduced. This spread of examples allow us to reconsider the definition of population modeling.

A discussion was therefore started at the list to try and define the field. Here are selected quotes from the discussion.

John Rice - Society for Simulation in Heathcare (SSiH)  government relations vice chair:

"Sergey,  perfect!  I want to learn about PopMod for non human sciences and engineer applications.  If we had a population of trees in a forest, instead of a generalized collective description. Could we predict the course of a forest fire better?  Only beginning to think about that, then here you are, modeling a populations of plants."

Sergey Nuzhdin USC:

" You are right, John, precisely what we are doing (among other things); how to predict collective properties from individual ones; there is plenty done about it when the subjects are homogeneous, and very little when heterogeneous;"

Madhav Marathe - Virginia Tech:

"The population modeling group is intended to be broad. Of course making it way too broad might make it harder for a cohesive conversation but we can see how it plays out. I am calling this population of things; it appears things is the best word I can use to keep the intended generality. We have studied cells, wireless devices, people and animals in the past for instance."

Jacob Barhak:

“It seems that the above discussion matches the ad hoc definition we reached at the IMAG meeting at the NIH. For example Markov models address populations mostly as time series and seldom consider differences between individual entities, yet I would still include Markov models under the umbrella of population modeling. It is a difficult fit to the above definition unless heterogeneity among states is considered within time. I agree that Markov models are most often used for modeling a homogenous cohort of entities.

Wojciech (Al) Chrosny, TreeAge Software: 

“However, it is quite straightforward to introduce heterogeneity to a Markov model.  One simple way is to do this is to perform a series of individual entity simulations.  Each entity can have different characteristics as it enters the Markov model.  The results for all entities are then aggregated to present a heterogeneous cohort results. So different flavors of Markov modeling can be included within the proposed definition.”

Stefan Scholz, University of Bielefeld: 

“I think the definition hits the broad subject really well. Maybe I am seeing too much through the eyes of a health economist, but I would draw the line of population models right after (cohort) Markov models. In my opinion mostly all of those cohort models ignore patient heterogeneity and focus more on the disease rather than the population. On the other hand I would say that ‘Individual Sampling Models’ and DES as presented by Al Chrosny and Jon Karnon do incorporate patient heterogeneity and should be presented by the term "population model". So maybe we can draw the line between cohort and individual Markov models.”

H. Stephen Leff:  

“I think it is important to distinguish between system of care population models and epidemiological or etiological population models”.

“I would say Markov models commonly consider differences between individual entities, if what is meant by “differences” is differences in health states.  Moreover, different Markov models can be constructed for different populations distinguished by things like diagnoses, then their results can be combined to model more complex populations.”

One comment that appeared earlier in the discussion may describe the situation the group is currently in:

Olaf Dammann , Tufts:
“What is modeling? Bottom-up, data- bases generation of a model formula (e.g., a multivariable regression formula)? Top-down simulation models? Both?

Collection = artificial populations of artificial individuals?

Entities = artificial individuals?

Levels = as characteristics of collections or of entities ???

Heterogeneity = of what? “

This comment reinforces the demand to better define the population modeling field. Nevertheless, the group assembled by responding to the term population modeling in the invitation. So group members see themselves as population modelers. And the examples provided by all show a broad field which many common techniques such as agent based models, Markov Models, and other examples. Future discussions will help form better definition and plot factions within the population modeling field.

Technicalities
This paper was written as a cumulative effort of all contributors. Each contributor sent text to the mailing list. Jacob Barhak assembled and edited the paper. Readers are welcome to reade the actual archives and join this discussion at the mailing list [3], questions can be submitted directly to the list using the following email address: popmodwkgrpimag-news@simtk.org . 
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