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Abstract. Ion channel current amplitudes (/z) and open 
probabilities (Po) have been analysed so far by defining 
a 50% threshold to distinguish between open and closed 
states of the channels. With this standard method (SM) 
it is very difficult or even impossible to analyse channels 
of  different size in one membrane patch correctly. A 
stochastical model, named the hidden Markov model 
(HMM), separates between observation noise and the 
stochastic process of  opening and closing of  ion chan- 
nels. The HMM allows the independent analysis of/_t, 
Po, and mean dwell times (z) of different channels in 
one membrane patch, without defining threshold levels. 
Using this method errors in the analysis are not summar- 
ized like in the SM because all different analysing pro- 
cedures (e. g. filtering, setting of threshold, fitting pro- 
cesses) are done in one step. Two different K + channels 
in excised basolateral membranes of the cortical col- 
lecting duct of  rat (CCD) were analysed by the SM and 
the HMM. The ~ value of the intermediate-conductance 
K + channel (i-K +) was 3 .9_+0 .1pA (SM) and 
3.8 -+ 0.2 pA (HMM) for 11 observations. The Po value 
of this channel was 10.2 _+ 4.2% (SM) and 10.1 _+ 4.0% 
(HMM). The mean z values were 5.4 + 0.6 ms for the 
open state and 9.6 + 2.2 ms and 145 _+ 21 ms for the 
closed states (SM) and 7.8 _+ 1.1 ms, 7.7 + 0.9 ms and 
148-+ 24ms  (HMM), respectively. For seven small- 
conductance K + (s-K +) channels, which were found in 
the same membrane patches as the i-K +, an accurate 
analysis of Po and z was not possible with the SM. The 
r value was 1.0 + 0.1 (SM), 0.9 _+ 0.1 (HMM) pA. Po 
was 16.6 _+ 4.6%, the open z value was 11.1 + 2.8 ms, 
and the closed r value was 34.9 + 8.5 ms. The HMM 
allows the analysis of  single-channel currents, Po, and 
mean z values when different or more than one ion chan- 
nel(s) are colocalized in one membrane patch. Where 
analysis with the SM was possible results did not signifi- 
cantly differ from those obtained with the HMM. Thus 
for this kind of analysis the method of setting a 50% 
threshold appears justified. 
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Introduction 

The analysis of patch-clamp recordings of ion channel 
currents is problematic when different, or a multitude of  
channels are present in one membrane patch. So far 
channel currents have been analysed by standard meth- 
ods (SM) [4], or slightly modified versions. These meth- 
ods are limited if different channels are present in one 
membrane patch, or the membrane contains a multitude 
of channels. In such cases an accurate analysis is only 
possible for the current amplitude ~ ) .  To solve these 
problems a new method was introduced, the hidden Mar- 
kov model (HMM) [3, 8]. The HMM can be considered 
as probabilistic functions of Markov chains [1], or as 
stochastic automatas [10]. HMMs are known in speech 
recognition as a good tool to distinguish between differ- 
ent words [11]. In ion channel analysis the different pa- 
rameters of HMM describe the properties of the ion 
channels. Recently these models were also used to ana- 
lyse neuronal activity [12]. In the present study HMM 
was used to analyse patch-clamp recordings of two dif- 
ferent K + channels of the basolateral membrane of iso- 
lated rat cortical collecting duct (CCD) [9]. The results 
obtained with the HMM are compared to those available 
with SM. 

Materials and methods 

The CCDs were isolated from female Wistar rats (Savo, Kisslegg, 
Germany) with a body weight of 100-200 g. The kidneys were 
perfused in vivo via the renal artery with sterile culture medium 
containing 50 000 units/1 collagenase and 2000 units/1 pronase 
(both Sigma, Deisenhofen, Germany). After perfusion the kidney 
was taken out and cortical slices were cut off the kidney, These 
slices were incubated for 10 rain with a Ringer type solution con- 
taining the enzymes and gassed by 97% OJ3% CO> This incuba- 
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tion procedure yielded different tubule segments which were kept 
at 4~ CCD segments were identified by their dimensions and 
appearance at 40•  magnitude. The detailed isolation procedure 
has been described before [9]. 

Standard analysis method. Data were recorded with a patch-clamp 
amplifier and stored on a video recorder. Single-channel currents, 
open probabilities (Po) and dwell times (~) were analysed after 
low-pass filtering at 1 kHz (8-pole Bessel filter, type 902, Krohn- 
Hite, Avon, Mass., USA) and A/D-conversion with an AT 486 
computer system with a sampling rate of 2 kHz using patch-clamp 
analysis software developed by ourselves. # and Po were deter- 
mined by setting a baseline optically in the middle of the noise 
(closed state) and a second line close to the top of the open events 
of the channel. The single-channel amplitude was defined as the 
current between open and closed state and the minimum amount 
of channels present in the patch was estimated before starting the 
analysis from the number of current levels which were maximally 
reached during the whole experiment. The threshold was automati- 
cally defined as the 50% level of the open state, Each event which 
was larger than the defined threshold was therefore accepted as an 
open event and it counted as a closed event if it was smaller. The 
sum of all times in which the single-channel current was at least 
50% of the single-channel # value divided by the total analysis 
time equals Po. The mean T for open and closed states (% and r~, 
respectively) were analysed by fitting exponential (1 or 2 ex- 
ponents) curves to the T histograms. A determination of Po and r 
could only be calculated for the larger ion channel, because the 
small-conductance K + (s-K +) channel had an amplitude of less 
than 50% of that of the intermediate-conductance K + (i-K +) chan- 
nel. Furthermore, an assumption for analysing the r with the SM 
was the presence of only one channel in the membrane patch. 

Hidden Markov model. The  same data as described for the SM 
were transfered to an IBM Risc 6000 workstation, but now 
sampled with 10 kHz after low-pass filtering at 10 kHz which is 
the intrinsic cut-off frequency of the amplifier. 

There are two assumptions about the data which must hold if 
the results are to be meaningful: 

1. The measured current should be Gaussian distributed with 
a mean depending on the state of the ion channels. We tested that 
for the used amplifier and this is the case if no further filters are 
used. 

2. The measured current is stationary, i. e. amplitudes, etc. do 
not change during the measurement. Otherwise one calculates an 
averaged value which might have no meaning. 

Data for HMM analysis should be nonfiltered to make sure 
that the noise is Gaussian distributed. The HMM was fitted to the 
data. The model given here differs slightly from other known simi- 
lar models [3]. An HMM consists of an unobservable stationary 
finite state Markov process s = (sl . . . . .  sO, where s,, 1 --< t -< T, 
may be in one of the states i ~ {1 . . . .  ,N}. Transitions occur with 
conditional probabilities a u = P(j'[i). Together with initial prob- 
abilities z~ = P(sO this defines a Markov chain. Furthermore, a 
HMM relates a sequence of observations x = (x~ . . . . .  xr) with T as 
the total length of observation time. For the analysis of ion chan- 
nels x, is the measured current at time t which depends on the 
respective state s,, i .e.  the observation (= meausred current) is 
described by the density P(x, Is,). 

Each state of the Markov process indicates a special num- 
ber and type of open or closed ion channels, e. g. if there are two 
different channels: state i = 1 means all channels are closed, i = 
2 the smaller channel is open (the other closed), i = 3 the greater 
channel is open (the other closed), and i = 4 both channels are 
open. So the situation of this example can be described by an 
HMM with N = 4 states. As we said before, we assume each ob- 
servation ~, to be a Gaussian distributed random variable, 

p(~,  ,,u,o.2) - 1 [ (x~-,u,) ~ ] 
exp 2er} J (1) 

with mean #~ and variance cry, depending on the respective state 
s, = i for all t e {1 . . . .  ,T}. The observation sequence describes a 
certain channel current with additional noise. 

The HMM used here is described by the following parameters 

1. Transition probabilities A = (au; i,j = 1 . . . . .  N), 
2. Initial state probabilities II = (z~; i = 1 . . . . .  N), 
3. Mean currents M = (,u~; i = 1, . . . ,N),  and 
4. Variances X = (~r}; i = 1 . . . . .  N). 
The estimation of these parameters was done by a standard 

algorithm called expectation-maximization (EM) algorithm [5] or 
in this certain case of HMM it is called Baum-Welch-algorithm 
[1[. The number of states N of the Markov process has to be pre- 
sumed before the estimation. The correct estimation of the number 
of states N can be proven by a statistical test. A comparison of the 
estimated distribution of the likelihood with the expected distri- 
bution of the likelihood of the HMM is the basis of this statistical 
test [2]. The data of the HMM were fitted to HMM with increasing 
numbers of states N until the test no longer rejected the HMM. 

The EM-algorithm is an iterative maximum likelihood algo- 
rithm and is started with: 

I 0 . 9 f o r i = j  ( i , j e  {1 . . . .  N}), 

a u = 0 . ~  for i ~ j 
N - 1  

1 
~z~ = -- for i = 1 . . . . .  N 

N 

The means #, are differently chosen near the average of the data 
and the variances ~r~ are set to the total variance of the data. 

Iteration is done as follows: 
T - - I  

X~ulj(t) 
au--  t=~ 

, (2) 

t = l  

k~ = ~ ' ,0) ,  (3) 

/~, - ' = '  , (4t 
5u,(t) 

r = l  

8,.2 = ' = ~  , ( 5 )  

~,(t) 

where g,j(t) = P(& +, = j,s, = i I _x,~) - i. e. the probability being 
in state i at time t and in state j a r  time t + 1 given the obse~ation 

and the model parameters 2 - and 7~(t) = P(s, = i l x,2). So 
these equations can be understood intuitively, interpreting the 
probabilities as frequencies, e. g. Eq. (2) is the sum of all times 
jumping from state i into state j normalized by the sum of the 
times staying in state i. The mathematic theory of the EM algor- 
ithm guarantees that the iteration converges. 

The probabilities gtu(t ) and ~ ( t )  can be calculated via the 
quantities a~(t) and fi,(t) defined for all i ~  {1 . . . . .  N} and t ~  
{1 . . . . .  T} by [11[: 

~rNP(ga I/~i,cr,2) for t =  1 

< ( t ) :  = Y a , ( t  - 1)a,~P(~, I#,,(r 2) else, [ i-1 

1 for t = T 
N 

tiM): = ~ a u P ( x ,  +1 [#j,cr~)flj(t + 1) else 
j = l  
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Table 1. Comparison of the standard method (SM) with the hidden 
Markov method (HMM) using simulated data 

Parameter 

Method # (pA) Po (%) % (ms) zo (ms) 

Real t .5 68.4 50.0 20.0 

HMM 1.51 _+ 0.04 67.9 _+ 2.4 47.6 _+ 2.3 20.5 + 0.8 

SM (no filter) 1.40 + 0.17 59.4 _+ 5.0 0.29 + 0.02 0.29 + 0.02 
SM(10kHz) 1.51_+0.05 68.7 +4.3  3.6 _+0.3 3.3 +0.1  
SM(5kHz)  1.50_+0.04 68.6 +2.3  11.8_+0.3 10 .0+1 .0  
SM (1 kHz) 1.48 _+ 0.09 65.9 -+ 2.6 38.5 -+ 6.0 20.0 + 2.4 

The analysis with SM was done with filtered data with different 
cut-off frequencies (in parentheses). In the first row the values of 
the simulation are shown. Mean dwell times can only be calculated 
with SM correctly if one uses deep filters. HMM evaluate all va- 
lues with fewer errors. 
#, Current amplitude; Po, open probability; Zo, dwell time in the 
open state, z~, dwell time in the closed state 

Following [11], that leads to: 

~ij(t) = a~ai(t)flj(t + 1)P(~+~ [l~j,a 2) 

P(~IT) 

and 

~li(t)-- O~i(t)fli(t) 

where the normalization factorP(El~ ) is the likelihood of the data 
and can be calculated as: 

N 

i = l  

For the actual iteration this factor can be dropped in all of 
Eqs. 2 - 5 .  The iterations are stopped when the parameters are not 
significantly changed anymore. 

The single-channel/~ value is given by the difference of the 
estimated current fli of the closed state i and/~j for the open state 
j. Po was calculated from the parameters A and II. 

It is possible to calculate the z values from the parameters of 
the HMM. But there are some numerical difficulties if there are 
more than one channel in the same patch, or if there is more than 
one mean z for one state. To avoid these problems we suggest a 
more vivid solution for this problem which introduces another 
property of HMM and leads to the same results without much 
more expense. An analysis of z can be done as for SM. Therefore 
the most probable state sequence s of the HMM - i. e. the differ- 
ent states of the ion channels for the whole measurement - is 
estimated via the Viterbi algorithm [11, 13]. This algorithm esti- 
mates the most probable state for each time taking into consider- 
ation the whole observation sequence. Thus, it is more than just 
asking for the most probable state using Eq. 1 or each sampled 
value. Having the state sequence, i. e. knowing the state of all ion 
channels for each time - one can use the procedure as described 
for SM to estimate the mean z. 

Results  

Firs t  we  tes ted the a lgor i thm with  s imula ted  data  (10 
sets, 500 000 data  points  each).  We s imula ted  one ion  
channel  wi th  a current  ampl i tude  o f  1.5 pA,  a mean  ~ in 
the open state o f  50 ms  and 20 ms in the c losed  state and 

A B 
I-1 I-1 

l rgri lUr ! "l rl if w = 

5s A B 

100 ms 

Fig. 1. Original current traces of K + channels from the basolateral 
membrane (excised inside-out) of isolated rat cortical collecting 
duct (CCD), low-pass filtered with a cut-off frequency of 1 kHz. 
The upper trace shows colocalization of a small-conductance K + 
(s-K +) channel ( 0 - 1 )  and an intermediate-conductane K + (i-K +) 
channel (0-2) .  0 - 3 ,  Both channels are open at the same time. 
The lower traces depict examples on an expanded time scale. Right 
panel, i-K + channel; left panel, s-K + channel. C ---> indicates the 
closed state of the channels 

a noise  wi th  a s tandard  dev ia t ion  o f  1.5 p A  (unfil tered).  
Table  1 shows the compar i son  o f  the results  o f  both  
methods .  Wi th  H M M  one obtains  smal le r  errors.  F o r  the 
analys is  o f  mean  r wi th  S M  one has to use  a deep  fi l ter  
to suppress  r a n d o m  level  cross ings  whereas  the Po can 
be  es t ima ted  independen t ly  because  the number  o f  ran-  
d o m  level  c ross ings  is independen t  o f  the state. 

In the baso la te ra l  m e m b r a n e  o f  rat  C C D  two differ-  
ent  K + channels  were  found,  a 28-pS ( s -K +) and a 85- 
pS ( i -K +) K + channel  (exc ised  with  145 retool/1 KC1 in 
pipet te  and 145 m m o l / l  NaC1 in bath,  0 m V  c l amp  vol t -  
age).  Bo th  channels  were  very  act ive on the cell  but  the 
lat ter  one showed  only  modera te  ac t iv i ty  when  exc i sed  
in the ins ide-ou t  conf igurat ion.  Both  K + channels  have  
been  desc r ibed  in more  deta i l  r ecen t ly  [9]. A n  example  
o f  the two channels  which  are of ten co loca l i zed  in one 
m e m b r a n e  is g iven  in Fig.  1. 

The  resul ts  for 11 different  exper iments  ana lysed  
with both  me thods  are c o m p a r e d  in Tables 2 and 3. In  
all  cases  a record ing  of  5 0 s  - i . e .  5 0 0 0 0 0  data  
points  - was used  for  the analys is  wi th  S M  and H M M .  
The amount  o f  channels  deduced  by  the s tat is t ical  test  
for  N in H M M  was a lways  the same as sugges ted  for  
S M  f rom the f i l te red data. The  g va lue  o f  the i -K  + chan-  
ne l  was  3.9 + 0.1 p A  (SM)  and 3.8 + 0.2 p A  (HMM) .  
Po o f  this channel  was 10.2 + 4 .2% (SM) and 
10.1 + 4 .0% (HMM).  The  mean  T va lues  were  5.4 + 
0.6 ms for  the open state and 9.6 + 2.2 ms and 145 + 
21 ms for the c losed  states (SM) and 7.8 + 1.1 ms,  
7.7 _+ 0.9 ms,  and 148 +_ 24 ms (HMM) ,  respect ively .  
There  was a large var iance  in the Po and the r be tween  
different  recordings .  This  is p r o b a b l y  mos t l y  due to the 
b io log ica l  r un -down  o f  the channel  [9] - i . e .  Po de-  
c reased  and c losed  r (re) inc reased  with  t ime.  F igure  2 
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S M  H M M  

# (pA) Po (%) Zo (ms) T~, (ms) To2 (ms) # (pA) Po (%) Zo (ms) To~ (ms) ToT (ms) 

1 3.9 5.0 4.6 22.0 230 4.5 3.1 11.4 9.4 312 
2 3.9 7.0 4.5 20.0 190 3.5 9.0 12.5 7.6 130 
3 3.9 5.0 4.5 20.0 130 4.0 3.8 10.3 13.1 90 
4 4.5 10.0 4.5 7.1 58 3.3 14.6 7,0 8.1 105 
5 3.9 8.0 3.9 5.1 77 3.8 7.8 4.3 5.3 95 
6 3.5 13.0 4.8 3.2 230 3.3 9.9 6.0 6.4 76 
7 3.7 3.0 4.3 5.6 220 3.4 5.1 6.9 3.8 130 
8 4.5 51.0 9.4 3.1 97 4.2 48.3 11.7 6.9 115 
9 4.0 7.0 8.0 8.9 110 4.8 5.4 8.7 10.4 260 

10 4.1 1.5 7.6 4.4 110 3.2 1.8 2.5 9.7 150 
11 3.4 2.0 3.1 6.1 - 3.5 2.7 4.5 4.0 90 

Z 3.9 10.2 5.4 9.6 145 3.8 10.1 7.8 7.7 148 
SEM 0.1 4.2 0.6 2.2 21 0.2 4.0 1.1 0.9 24 

Z, Mean; Po, open probability; To, dwell time in open state; re,, dwell time in closed state. The mean values were not significantly 
different in any case between analysis with the SM or the HMM. - ,  Not evaluable 

Table 3. Results of the analysis of seven different recordings of 
the small-conductance (s-K +) channel with SM and HMM 

SM HMM 

r (pA) /2 (pA) Po (%) To (ms) To (ms) 

1 t.0 0.8 20.6 21.0 27.2 
3 1.0 1.2 14.8 19.9 55.0 
4 0.9 0.7 19.8 12.1 49.7 
6 1.0 0.7 2.2 4.3 60.0 
7 0.8 0.5 35.2 5.5 2.3 
9 1.8 1.3 20.5 8.7 19.6 

11 1.0 1.4 3.2 5.3 30.4 

1.0 0.9 16.6 11.1 34.9 
SEM 0.1 0.1 4.6 2.8 8.5 

With the SM only # could be analysed (see text)./~ was not signifi- 
cantly different between the two methods 

g ives  an e x a m p l e  for  the ~c of  an i - K  + channel  after fi l-  
ter ing for  ana lys is  wi th  SM.  

F o r  seven s -K  + channels  an analys is  o f  Po and the 
mean  r va lues  was not  poss ib l e  wi th  the SM,  as the 
open ing  o f  the i - K  + is a lways  ana lysed  as an open ing  o f  
the s -K + (see Fig.  1). F o r  the s -K + channel  a ~t va lue  
o f  1.0 + 0.1 p A  was  obta ined.  Wi th  the H M M ,  r was 
0.9 + 0.1 pA,  Po was 16.6 +_ 4 .6% and mean  open  "c (%) 
reached  11.1 +_ 2.8 ms. The  m e a n  c losed  ~ va lue  was 
34.9 + 8.5 ms. Fo r  one  expe r imen t  it  was imposs ib l e  to 
f ind an accurate  t ransi t ion mat r ix  for  the s -K + channel  
and  this expe r imen t  was  therefore  omit ted.  A l l  mean  
va lues  were  ca lcu la ted  wi th  both  me thods  and were  
c o m p a r e d  with  pa i red  S tuden t ' s  t-test. None  o f  them 
were  s ign i f ican t ly  d i f ferent  (98% level) .  

With  the H M M  it was poss ible  to evaluate the stand- 
ard dev ia t ion  o f  the noise  as well .  

The  no ise  was  s l ight ly  larger  i f  channels  were  open.  
The  d i f ference  be tween  the s tandard  dev ia t ion  o f  the 
c losed  state and the open state o f  the s -K  + channel  was  
0.09 +- 0.03 pA,  be tween  the c losed  state and  two open 
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o ~ ~ -  ~ I - i  I 
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Fig. 2. Open and closed dwell times of an i-K + channel from the 
basolateral membrane (excised inside-out) of isolated rat CCD 
analysed with the SM. The dwell time histograms were fitted by 
single exponential (q for open dwell time) or biexponential (T1 
and Tz) curves 

Table 4. Standard deviation for 11 different recordings analysed 
with the HMM 

Closed (pA) s-K + i-K + 

i open (pA) 2 open (pA) open (pA) 

1 1 . 9 0  1 . 9 8  2.11 
2 2.46 2.55 
3 1.91 2.06 2.14 2.39 
4 1.83 1.83 1.89 1.95 
5 1.30 1.54 
6 1.28 1.46 1.34 
7 2.16 2.32 
8 1.56 1.57 1.66 t.82 
9 1.61 1.65 1.80 

10 1.52 1.65 
11 1.56 1.72 1.77 

There were not data with more than one i-K + channel 

channels  of  this type  was 0.13 _+ 0.02 pA,  and be tween  
the c losed  state and the open state o f  the i - K  + channel  
was 0.19 _+ 0.03 pA.  These  va lues  are shown in Table  4. 
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The absolute magnitude of  the noise and its deviation 
between individual experiments was due to different seal 
qualities of the membrane. Therefore only the changes 
of  the standard deviation are meaningful. 

It is possible to calculate errors for the parameters of 
each HMM and therefore for the Po, kt, and r from a 
single measurement as well. Nevertheless, the error of 
these values of a single measurement was always by far 
less than the variance between different experiments. So 
this error was neglected in this study. 

Discussion 

The analysis of single ion channels with the SM of set- 
ting current levels for the closed and the open state of  
the channels and setting a 50% threshold level is cer- 
tainly the appropriate method to obtain values for the if, 
Po, open and closed ~ values. This analysis is mathe- 
matically easy and can be done within a reasonable time 
scale ( 5 - 1 0  min for such an experiment) using a 386/ 
486 personal computer. 

When different types of channels - as in the present 
case - or a multitude of identical channels are present 
in one membrane patch the SM is either impossible to 
use or gives at least grossly impaired results. In the pre- 
sent case, recordings of  a smaller and a larger channel, 
which are independent, however, very often appear in 
one membrane patch. Whenever these channels are col- 
ocalized, the error in analysing Po and ~ of the i-K + 
channel was small, as the r value of the s-K + channel 
is below 50% of  that of i-K +, however, when analysing 
the s-K + the opening of the i-K + cannot be distinguished 
from that of the s-K + by the SM. Thus, Po and z cannot 
be exactly analysed. HMM allows, however, the analysis 
of Po and z for the s-K + channel currents in the present 
example as well. 

A major advantage of  the HMM is the use of  data 
without deep filtering, without defining open and closed 
state current levels, or setting a threshold level. The 
HMM can also analyse different kinds of  channels and 
a multitude of channels in one membrane patch. HMM 
analysis with current hardware and software for these 
data takes much longer (about 50 h for each recording). 
This is not acceptable for routine analysis, which is, 
however, not necessary as SM is obviously sufficient 
enough. Note, however, that HMM only uses machines 
time as analysis is done mostly automatically, whereas 
SM uses man power and machines will be faster soon. 

The validity of  HMM for analysis of such data was 
tested with simulated data. The analysis of these data 
showed that HMM leads to more precise results than 
SM. 

Our first aim was to examine whether the analysis 
of ion channel parameters with the SM and HMM reveal 

comparable results for those parameters which can be 
easily obtained with the SM. This was indeed the case. 
SM and HMM give equal results for r Po and z for the 
i-K +, and for r of the s-K +. 

Furthermore HMM allowed in addition to the pre- 
sented data analysis of channel properties for mem- 
branes with a multitude of very active ion channels 
where individual current levels were no longer visible or 
for channels which have a current amplitude in the range 
or below the noise band. The s-K + of this study has a/z 
value of less than the standard deviation of the noise, 
when no low-pass filters are used (compared Tables 2 
and 4). The amplitude of  this channel can only be ana- 
lysed with the SM when data are strongly filtered. 

In conclusion, HMM is the most powerful known 
tool for analysis of single-channel recordings, though the 
cost is a high amount of  computer power and time. 
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