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Intrinsic Rates and Activation Free Energies from Single-Molecule Pulling Experiments
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We present a unified framework for extracting kinetic information from single-molecule pulling
experiments at constant force or constant pulling speed. Our procedure provides estimates of not only
(i) the intrinsic rate coefficient and (ii) the location of the transition state but also (iii) the free energy of
activation. By analyzing simulated data, we show that the resulting rates of force-induced rupture are
significantly more reliable than those obtained by the widely used approach based on Bell’s formula. We
consider the uniqueness of the extracted kinetic information and suggest guidelines to avoid over-
interpretation of experiments.
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FIG. 1. Schematic representation of a single-well free-energy
surface. (a) Intrinsic free-energy surface U0�x� with minimum-
to-barrier distance xz, activation free energy �Gz, and inflection
point x�; (b) decrease in the free-energy barrier �U�F� of the
combined free-energy surface, U�x� � U0�x� � Fx, with in-
creasing external force F.
How should single-molecule pulling experiments be
analyzed to extract reliable information about the kinetics
of molecular transitions such as unfolding or ligand disso-
ciation in the absence of external forces? Unlike the rig-
orous formalisms developed for thermodynamic properties
[1,2], rate estimates remain contentious. Even under the
assumption that the pulling direction alone is a good
reaction coordinate, which is not the case in general [3–
5], there are at least three competing theories. At the
simplest level, the phenomenological theory [6] assumes
that the rate of rupture k�F� scales with the exponential of
the applied force F according to Bell’s formula [7]: k�F� �
k0eFx

z
(throughout the Letter, we measure energy in units

of kBT, with kB being Boltzmann’s constant and T the
absolute temperature). This approach is widely used to
extract from experiment the intrinsic rate coefficient (k0)
and the distance along the pulling direction between the
free-energy minimum and the transition state (xz). For
experiments at constant pulling speed V where the applied
force grows linearly with time t as F�t� � KVt (with K the
effective spring constant and KV the force loading rate),
the mean rupture force is predicted to grow proportionally
to the logarithm of the pulling speed [8,9], hFi � lnV.

Recently, Hummer and Szabo [10] proposed a more
sophisticated but still analytically tractable procedure. By
applying the Kramers theory of diffusive barrier crossing to
a simple model free-energy surface, one can extract not
only k0 and xz but also �Gz, the free energy of activation
in the absence of external forces. Their theory reduces to
the phenomenological approach when �Gz ! 1 and pre-
dicts that, at intermediate pulling speeds, hFi � �lnV�1=2.
At the same time, Dudko et al. [11], using the Kramers
theory in conjunction with certain scaling laws obtained by
Garg [12] for high forces, showed how to extract the
critical force Fc at which the barrier to rupture vanishes,
the apparent free energy of activation, and a parameter
proportional to the diffusion constant. Their theory predicts
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that hFi � �lnV�2=3. Thus, these two theories disagree not
only with the phenomenological approach but also with
each other. One may suspect that these theories are valid in
different regimes and produce highly model-dependent
results when applied to experiments. Here we clarify this
situation by first casting all these theories into a common
framework and then proposing a unified formalism for
extracting k0, xz, and �Gz from pulling experiments.

During an irreversible molecular transition under the
influence of a force F exerted by a soft pulling spring,
the molecule moves on a combined free-energy surface
U�x� � U0�x� � Fx along the pulling direction x. The bare
free energyU0�x� is assumed to have a single well at x � 0
and a barrier of height �Gz at x � xz [Fig. 1(a)]. Under
the application of the external force F, the barrier height
�U�F� of the combined surfaceU�x� decreases [Fig. 1(b)].
Although other experiments have been proposed [13], we
focus here on experiments at constant force and constant
pulling speed where the time to rupture and the force at
rupture, respectively, are measured. Since the escape pro-
cess is stochastic, both the waiting times and rupture forces
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differ from one experiment to another, resulting in distri-
butions p�t� and p�F� of rupture times and forces.

For irreversible rupture under the influence of an exter-
nal force F�t� that increases monotonically with time t (as
in a constant-speed experiment), the distribution of rupture
forces is related to the survival probability S�t� (the proba-
bility that the system is still intact at time t) by p�F�dF �
� _S�t�dt, where _X � dX=dt. The survival probability is
assumed to satisfy a first-order rate equation with a time-
dependent rate coefficient

_S�t� � �k�F�t��S�t�: (1)

At extreme pulling speeds or external forces, the adiabatic
approximation underlying Eq. (1) breaks down [10] and the
following theory becomes inapplicable. It follows from
Eq. (1) that the distribution of rupture forces is

p�F� �
k�F�

_F
e�
R
F

0
�k�F0�= _F	dF0 : (2)

The mean rupture force is then hFi �
R
Fp�F�dF and its

variance is �2
F � hF

2i � hFi2.
Assume that along the pulling coordinate x the com-

bined free-energy surface is given by U�x� � U0�x� 

K�x� Vt�2=2. For a soft effective spring, K�
2�Gz=xz

2
, this can be approximated as U�x� � U0�x� �

F�t�x, with F�t� � KVt. One way to obtain the rate of
escape is to use Bell’s expression, as is done in the
phenomenological approach. Alternatively [8,14], one
can specify the free-energy surface U0�x� and use the
Kramers theory [15], which, for sufficiently high bar-
riers, predicts the rate k in the presence of a force F
to be k=k0 � �

R
well e

�U0�x�
Fxdx
R

barrier e
U0�x��Fxdx	�1 
R

well e
�U0�x�dx

R
barrier e

U0�x�dx, where the integrals extend
over the well and barrier regions, respectively. There are at
least two single-well model free-energy surfaces U0�x� for
which the integral in Eq. (2) can be evaluated analytically
for external forces that grow linearly with time: the cusp
surface [10], U0�x� � �Gz�x=xz�2 for �x < xz� and �1
for �x � xz�, and the linear-cubic surface, U0�x� �
�3=2��Gzx=xz � 2�Gz�x=xz�3. Using the above formal-
ism, we find that the escape rate for both these surfaces and
for the phenomenological theory can be written in a unified
form:

k�F� � k0

�
1�

�Fxz

�Gz

�
1=��1

e�Gz�1��1��Fxz=�Gz�1=�	; (3)

where � � 2=3 and 1=2 correspond to the linear-cubic
and cusp free-energy surfaces, respectively. For � � 1,
and for �Gz ! 1 independent of �, the expression re-
duces to the phenomenological result. In the limit F ! 0,
ln�k�F�=k0� � Fxz�1
 ��� 1�=�Gz�. When � � 1, per-
missible values of the force F in Eq. (3) are limited from
above by the value of the critical force Fc � �Gz=�xz at
which the barrier disappears. Because Eq. (3) is based on
the Kramers theory in the high-barrier limit, it incorrectly
predicts that k�Fc� � 0 rather than k�Fc� � k0. This could
10810
be rectified by using more accurate expressions based on
the theory of first passage times [16], but then the integral
in Eq. (2) could not be evaluated analytically. The escape
rate in Eq. (3) describes both constant-force and time-
dependent linear force experiments.

When F�t� � KVt, the distribution of rupture forces can
be obtained from Eqs. (2) and (3) analytically as

p�FjV� � �KV��1k�F�ek0=xzKV


 e��k�F�=x
zKV	�1���Fxz=�Gz�	1�1=�

; (4)

and the asymptotic expressions for the mean rupture force
and variance are [12]

hFi �
�Gz

�xz

�
1�

�
1

�Gz
ln
k0e

�Gz
�

xzKV

�
�
�
; (5)

�2
F �

�2

6xz
2

�
1

�Gz
ln
k0e�Gz
~�

xzKV

�
2��2

: (6)

Here ~� � �2 � 3=�2 00�1� � 1:064, where � � 0:577 . . .
is the Euler-Mascheroni constant and  00�1� � �2:404 . . .
is a particular value of the tetragamma function [17]. When
� is formally set to zero, Eq. (5) gives the maximum (mode)
of the rupture-force distribution to a good approximation.

The variance �2
F in Eq. (6) for the phenomenological

theory (� � 1) is independent of the speed V. Thus, if the
experimental variance depends on V, the phenomenologi-
cal approach is invalid even if it reasonably describes the
available data for the mean or maximum rupture force.
Since hFi � �lnV��, it is tempting to analytically continue
Eqs. (3)–(6) to all � and use � as an additional fitting
parameter.

So far, our results appear to depend strongly on the
model (cusp vs linear-cubic free-energy surface). We
now show that the results based on the linear-cubic free-
energy surface are less model-dependent than it appears at
first sight. The reason is that for high forces (but with
barriers still sufficiently high so that the Kramers theory
is still applicable), all smooth combined free-energy sur-
faces can be well represented by a cubic polynomial. This
idea had been first exploited in the context of Josephson
junctions by Kurkijärvi [18] and further developed by Garg
[12]. In the context of the single-molecule pulling experi-
ments, this formalism was first used by Dudko et al. [11].

To rederive the results for the linear-cubic free-energy
surface from a more general point of view, we first expand
the combined free-energy surface around the inflection
point x�, U00�x��F�� � 0 [Fig. 1(a)], to cubic order: U�x��
U0�x

��
�x�x��U00�x
��
�x�x��3U0000 �x

��=6�Fx. When
the free-energy surface has a sharp barrier (the cusp surface
being an extreme case), the range of validity of this expan-
sion is rather limited. The extrema of this truncated free-
energy surface are found by solving U0�x��F�� � 0. Then
the minimum-to-barrier distance is �x�F� � x
 � x�, and
the barrier height is �U�F� � U�x
� �U�x��. We now
define the apparent minimum-to-barrier distance and the
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apparent barrier height by taking the formal limit F ! 0:
xzc � �x�0�, �Gzc � �U�0�. These apparent parame-
ters are given by the first and the third derivative of
the free-energy surface at the inflection point as xzc �
2�2U00�x

��	1=2=��U0000 �x
��	1=2, �Gzc � �2=3��2U00�x

��	3=2=
��U0000 �x

��	1=2. Applying the Kramers theory to the above
truncated free-energy surface leads to the escape rate given
by Eq. (3) for � � 2=3 with substitutions �Gz ! �Gzc ,
xz ! xzc . For F�t� � KVt, the distribution of rupture
forces, the mean rupture force and its variance are given
by Eqs. (4)–(6) with � � 2=3 and the substitutions �Gz !
�Gzc , xz ! xzc .

In Fig. 2, we compare the analytical results in Eqs. (4)–
(6) with � � 2=3 to Brownian dynamics simulations for
force-induced rupture of a system described by the linear-
cubic free-energy surface. The external force was ramped
up linearly with time. At pulling speeds where rupture
occurs below the critical force Fc, the formulas are found
to be quite accurate; at high pulling speeds, they break
down as pointed out above.

Even for this simple model potential, the mean rupture
force is a nonlinear function of the logarithm of the loading
rate. Nevertheless, at low to intermediate speeds, a linear fit
of the phenomenological model (� � 1) to the simulated
hFi is quite good (Fig. 2). Within the framework of this
widely used procedure, one might incorrectly attribute the
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FIG. 2 (color online). Comparison of analytical results [solid
lines; � � 2=3 in Eqs. (5) and (6)] and Brownian dynamics
simulations (symbols) for the mean (black squares) and variance
(red circles) of the rupture force for the linear-cubic free-energy
surface with xz � 0:4 nm, �Gz � 20kBT, and the diffusion co-
efficient D chosen so that the Kramers rate k0�3��1

�Gz�xz��2Dexp���Gz��10�4 s�1. Short-dashed (green)
lines are the predictions of the phenomenological theory with
the above parameters. Long-dashed (blue) lines are the fit of the
phenomenological model (� � 1) to hFi for loading rates from
0.4 to 100 pN=ms. Even though the fit to hFi is quite good, k0 is
too large (by a factor of 33). The inset compares the distributions
of the rupture force from theory Eq. (4) (lines) and simulations
(shaded bars) for loading rates of 10 and 500 pN=ms. Although
Eq. (4) already fails at 500 pN=ms, the range of validity of
Eqs. (5) and (6) for hFi and �2

F extends further.
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curvature at higher force loading rates to some other physi-
cal process, such as a switch from one dominant free-
energy barrier to another. However, the dependence of
the variance �2

F on the loading rate immediately shows
that the phenomenological model is inadequate here, in-
correctly predicting �2

F to be constant. Thus, if the experi-
mental variance depends on the loading rate, one should
view the parameters k0 and xz extracted from the linear fit
to the mean (or maximum) of the rupture-force distribution
as suspect. For the parameters used in Fig. 2, the phenome-
nological rate k0 is too high (by a factor of 33) and xz is too
small (by a factor of 0.59). For smaller �Gz, the errors are
expected to be even greater since the phenomenological
theory corresponds to the �Gz ! 1 limit.

As recently noted by Raible et al. [19], if the adiabatic
approximation, Eq. (1), is valid for experiments at constant
pulling speed V, the product of V and the logarithm of the
survival probability should be independent of V. By ex-
tending this observation, we can establish the relation
between constant-force experiments [measuring k�F�]
and constant-speed experiments [measuring p�FjV�]. For
F�t� � KVt, it can be shown from Eq. (1) that

k�F� �
KVp�FjV�

1�
R
F
0 p�F

0jV�dF0
8 V: (7)

As a consistency check, we show in Fig. 3 that Eq. (7)
indeed collapses the rupture-force histograms from simu-
lations at pulling speeds covering 7 orders of magnitude
onto a single master curve for k�F� given by the Kramers
approximation, Eq. (3).

We have seen that the � � 2=3 results for the linear-
cubic free-energy surface and for any smooth surface ex-
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FIG. 3 (color online). Constant-force rupture rate k�F� from
collapse of constant-speed rupture-force histograms using
Eq. (7). Simulation data (symbols) cover pulling speeds V
from 10�4 to 103 pN=ms, as indicated (see Fig. 2 for details
of simulations), with each V probing a different range of F. The
solid line is the analytical prediction for k�F�, Eq. (3), with � �
2=3. Deviations at the highest pulling speeds (and rupture forces)
are caused by a breakdown of the Kramers high-barrier approxi-
mation. The inset shows the force histograms (lowest to highest
ramp speed from left to right) that were used in Eq. (7).
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TABLE I. Model parameters for unfolding of titin and RNA obtained by fitting high-force (� � 2=3) and phenomenological theories
(� � 1) to mean-force data generated for the cusp model (� � 1=2).

Titin RNA
� � 1=2 � � 2=3 � � 1 � � 1=2 � � 2=3 � � 1

k0�10�4 s�1	 1 2.4 38 1 1.1 34.3

xzc �nm	 0.4 0.34 0.21 12 11.8 9.7

�Gzc �kBT	 20 17.6 � � � 40 31.3 � � �
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panded around its inflection point are identical when one
introduces apparent �Gzc and xzc . How reasonable are these
apparent quantities for other surfaces? For a quartic free-
energy surface, U0 � 2�Gz�x=xz�2 � �Gz�x=xz�4, it can
be shown that xzc ��2

���
2
p
=3�xz and �Gzc � 4�2=3�7=2�Gz.

Both these coefficients are close to unity, and real and
apparent parameters are essentially the same. An interest-
ing example [11] is the Morse potential, U0 � Ueqf�1�
exp�� 2b�x� Rc�=Rc�

2 � 1	g, which in the absence of
force does not have a barrier (xz is formally infinite).
Nevertheless, by evaluating the first and third derivatives
at the inflection point, one obtains an apparent free energy
of activation, �Gzc � 2Ueq=3, and a distance to the tran-
sition state, xzc � Rc=b. Even though these parameters are
not unreasonable qualitative characterizations of the po-
tential, it is important to realize that they are only apparent.

To study the uniqueness of the extracted parameters, we
use the high-force (� � 2=3) and phenomenological (� �
1) theories to analyze data generated for the cusp surface
(� � 1=2) with parameters that describe the unfolding of
the protein titin [10,20] and of RNA [1,21]. As shown in
Table I, the two microscopic theories produce reasonably
consistent transition state locations and rates, while rates
from the phenomenological theory can be off by more than
an order of magnitude.

For the reliable analysis of experiments in the regime
where the barrier is high and the intrinsic rate is slow, the
high-force theory (� � 2=3) should be globally fit to data
for different pulling rates and/or from constant-force mea-
surements. Fitting the mean rupture forces is insufficient
to determine the three parameters (k0, xz, and �Gz).
Including variances is helpful [10], but ideally the com-
plete force (or rupture time) distribution should be used
[22]. Bayesian (rather than least squares) fitting procedures
are preferable here because they do not require binning of
forces and automatically provide the range of acceptable
parameters. To check for uniqueness, the data should also
be fit using the � � 1=2 theory (or with � as a fitting
parameter), and the rates, activation free energies, and
transition state locations compared. For forces F near Fc,
Brownian dynamics simulations should be used instead of
Eqs. (3)–(6). Since all these theories reduce to the � � 1
theory when �Gz ! 1, a fit to the phenomenological
model is unnecessary. Our illustrative calculations show
that the two microscopic theories produce consistent rates
10810
and transition state locations (with somewhat larger differ-
ences in activation free energies), but the widely used
phenomenological theory can be off substantially (more
than an order of magnitude for the rate coefficient).
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