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An algorithm for the calculation of reaction paths between known reactant and product states in
systems of low or high dimension is described. The optimal reaction path is defined as the path of
maximum flux for a diffusive dynamics assuming isotropic friction. The resulting reaction path is
temperature dependent and independent of the magnitude of the friction. Comparison is made with
a number of algorithms designed for the calculation of minimum-energy reaction paths.
Applications to two model potentials and an extended atom model of a dipeptide are presented. The
applications demonstrate the ability of the algorithm to isolate a temperature-dependent optimal
reaction path for a high dimensional molecular system. 1997 American Institute of Physics.
[S0021-960607)01437-7

I. INTRODUCTION path length. It has been demonstrated that this algorithm pro-

— . ) _ vides a good estimate of the zero-temperature reaction path
In estimating the reaction rate for a chemical reaction th§,e\yeen known initial and final structures for reactions rang-

careful identification of a “good” reaction coordinate is cru- ing from the chair-boat isomerization of cyclohexdntn
cial. The mechanism of the reaction depends entirely on thiﬁonformational changes in a tetrapeptids, ligand diffusion

choice. For activated processes, the absolute reaction rate myoglobin® Related methods based on a modified crite-

constant is very sensitive to the choice of the reaction COOIEion for the optimal path have also been develojp"ed.

dinate which determines the activation energy and the mag- A shortcoming of this method is that the path which

nitude of dynamical corrections entering through the trans- . . .~ '~ . :
e . o . minimizes.”” may not be the path with the maximum rate of
mission coefficient. The choice is further complicated by the o
. . . ._transition between reactants and products. Another short-
fact that the reaction coordinate and the reaction mechanism__ .~ . o . . ;
coming is that the definition of the optimal reaction path is

can depend on the temperature.

. ... . independent of the temperature.
The best reaction path must be chosen from an infinite
'on p . nnt Elbert?13 has recently proposed an elegant method for

number of possible paths connecting the initial and finalthe evaluation of a reaction path at nonzero temperature. The
structures. Its identification can prove to be a difficult prob- P P :

lem in isolated and relatively small molecular reaction sys—methOd defines the optimal reaction pathway as one which

tems. Methods based on a directed search of the potentif[ﬂ"’v(imize_S the conditional probgbility for _moving between
surface coupled with local energy minimization work well fr 10 r'p in time t by a Langevin dynamics proposed by

on few-dimensional systemsMethods based of a knowl- Onsager and Machlulf. A functional integral is evaluated

edge of initial and final states and a subsequent refinement §p't over al gaths forf_the Saz(rR’rlmr.Mfl’r:P) of M

the path by a line search have been proposed and found sorTTe'1 Intermediate configurations, c_onneqtlng the reactant

succesé-5 (.r0=rR) and proQgct (v="rp) conf|_gu.rat|ons. The overall
An important innovation was made independently by El—t'mfe fpr the trgn5|t|on fronT to rp is fixed att=MAL. A

ber and Karplusand by Pratf. They proposed to generate a var_latlon on this m_ethod has peen used_ by OIender_ and E_Iber

trial path connecting known initigreactant and final(prod- to mtegrate. classical dyna_mmal eguanons of motion using

uct configurations. The trial path is subsequently refined’€"Y 1arge time steps with impressive resdfts.

based on the extremization of a functional defining the opti- Fathways with large conditional probabilities are ex-
mal path. In the method of Elber and co-workBr¥ the pected to correspond to good reaction paths. The pathway

intermediate configurations defining the trial path are simulthat maximizes the conditional probability can be considered

taneously optimized to minimize the objective funcfion to be the optimal reaction path. Pratt presented a related
method which similarly defines a reaction path using a chain

of intermediate configurations connecting the reactant and
product state.He proposed a conditional probability based

) ) ) ) o on a Smoluchowski dynamics which is the high friction limit
I(r) is the reaction patte line) connecting the known initial 4t the Langevin equation. In that sense, the method of Pratt
(rr) and final §p) structuresl(r) is the potential energy of - ghhe4rs to be equivalent to the more general method of Elber
the system for a given configurationandL = fdI(r) is the i, the high friction limit where inertial motion can be ig-

w‘—ljrp di
'/_E rRU(r) (r). (1

nored.
dAuthor to whom correspondence should be addressed. Gillian and Wilsort® presented a variational method for
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computing classical reaction paths with fixed initiak) and j(r,t)y=—e " AYD(r).V[p(r,t)efV], (3)
final (rp) positions. They found that their “discrete time”

dynamics which defined a weight for moving between twowhere the inertial effects are ignored. We restrict our discus-
points over a time incrementt took the form of the position  Sion to a system with isotropic and spatially independent
Verlet algorithm. In the low friction limit when the dynamics friction y so that the diffusion tensob(r)=(kgT/my)I,
along the reaction path is dominated by inertial motion thevherel is the identity matrix.

conditional probability in Elber's Onsager—Machlup action ~ For @ particle moving in a one-dimensional bistable po-
method is simply the Verlet integrator as found in the Gilliantential along coordinatex, under stationary conditions
and Wilson study. Therefore, Elber's Onsager—Machlup acki (x,t)=j(x)], the fluxj(x) = constant, and the approximate
tion method provides a variational method that encompassd§rward reacting mean first passage tim€ is

inertial Hamiltonian flow and diffusive Smoluchowski dy-

. X

namics. _ T(Xg—Xp)= A (ZWmB)l’ZefﬁU“R)f "BV (x).
An apparent improvement over the zero-temperature Wo xR

methods discussed above, in Elber's Onsager—Machlup ac- (4)

tion method the temperature explicitly appears in the dGf'n"'l'his expression assumes that the barrier separating the wells

tion of the conditional probability for moving from reactant is large compared to the thermal energy and that the reactant

Locfga?#(;;'eﬂﬂ\r’;/;;/:;;,the\t;irtr;]pgg?;irif?gg i??spezgss:glg ngdBasin is well approximated as harmonic with a frequency
Y- P wo. When the remaining integral is approximated as

Simple systome! However, m most applications we can ex. L2708 eXFAUG)], wherexs is the positon o
pie sy ' ' PP the barrier andvg is the barrier frequency, the result is the

pect to e_zmploy a ﬂctlonal_fnctu_)n. Th|s Igaves the_ te_zmpe_zra-high friction Smoluchowski mean first passage fithe
ture, which only appears in ratios involving the friction, ill-

defined.

Moreover, it is desirable to isolate the reaction pathway .7 (Xr—Xp)=
that corresponds to the maximum reaction rate of transition
from reactant to product. In Elber's Onsager—Machlup ac-  The situation is more complicated in many dimensions.
tion method, the total time for the trajectory is given as inputt has been demonstrated that for a narrow saddle, isotropic
and is not optimized as a function of the path. Therefore, tGriction and high reduced barrier, it is reasonable to assume a
identify a path of maximum rate of transition between reac-constant flux along the path as the first passage time will be
tants and products at a well-defined temperature, we appegbminated by the flux in the saddle regidrHowever, even
to variational rate theory. under stationary conditions, one can not assume jtfrat

In this paper, we present the “MaxFlux” algorithm for = constant. Nevertheless, Berkowitt al. assumed a con-
computing the reaction pathway of maximum diffusive flux. stant flux along the reaction path, equivalent to assuming that
While the method is based on an overdamped diffusional)| reactive trajectories are nonintersectftg? They defined
dynamics, the definition of the optimal reaction pathway isthe optimal reaction path as the pafin) of “minimum re-

found to be a function of a precisely defined temperaturasistance” where the resistance is proportional to the line
independent of any knowledge of the friction. Applicationsintegraf®

to model systems and a dipeptide demonstrate the ability of
the method to isolate optimized reaction pathways in high
dimensional molecular systems at nonzero temperature.

Y eBlU(e)~UOR)] )
wgWo

= J P esugI(r) ©)

R

for the case of an isotropic, spatially independent frictibn.
II. THE MAXFLUX METHOD This approximate result agrees with the more exact re-
sult in one-dimension derived from the minimization of the
There is a long history of defining the optimal reaction mean first passage time. The result is also intuitively obvious
pathway as one that maximizes the reaction rate or miniin the case of high barriers where the line integral will be
mizes the mean first passage time between reactant and pragbminated by contributions in the barrier region and minimi-
uct states. This idea underlies variational transition stateation of the integral is equivalent to isolating the path with
theorylswhere the optimal transition state dividing surface isthe lowest activation barrier. However, there are two as-
found to minimize the transition state theory rate estimate oumptions underlying the proposal that the path that mini-

the reaction rate constant. mizes Eq.(6) is the optimal reaction pathl) Under the
For our purposes we focus on an overdamped diffusivestationary reaction condition, the magnitude of flux along the
dynamics where the probability distributige(r,t) is well-  trajectory which connects reactant and product configura-
described by the Smoluchowski equatidn tions is constant(2) The optimal path is dominant. It is
ap(r,t) reasonable to igno_re the contributi_on to the reactive flux
From V. (2)  from paths that deviate from the optimal path.
The MaxFlux method developed in this paper rests on
with the flux the minimum resistance principle and its assumptfdnsis
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based on the identification of an optimal reaction path M-1 N
through the minimization of Eq6) by variationally optimiz- T= E = 2 mﬂiﬁiﬁ A(R) (12
ing the reaction path connectimg andrp. 1|24
The discretized integral for the chainR=(rg,r;...ry-1,rp) of intermediate con-
M-—1 figurationsr = (ry,...r ,,-- Iy €ach withN particles of
AR)= 2 eBYMI|r ), =1y (7) massm,, . The reactantr(z) and product(p) configurations
k=0 are fixed. The annealing temperaturadinimensional space

can be thought of as a chain composedvbf 1 copies of is defined by the average kinetic energy of the intermediate

the N particle system at a series of positong configurations

=(rg,rq1...rm_1rp). Therefore, the chain is a set of instan- 1 M-1 N

taneous configurations along the path connecting the initial T,=w——+——— E E m,r? (13
2 dAN(M—1)kg & =1 #HK

and final structures. Minimizing the line integralin Eq. (6)
is equivalent to adjusting the positions of the monomers irThere are two temperatures—the fictitious annealing tem-
the chain as long as the distances between successive momperatureTl, and the actual temperature of the reaction system
mers in the chaifithe dI(r) increment$ are identical. appearing as Bin Eq. (6). By minimizing.77 at T,=0 we
Following the “path” protocol of Elber and co-workéts minimize <7(R). When the constraints represent a small con-
we minimize a discretized form of the line integral Ea) tribution to ?(R) the pathway also represents a minimum of
with added restraints(1) One restraint acts as a bond be- ZAR) and a maximum of the integrated flux at nonzero tem-
tween nearest neighbor intermediate structures to encouragerature 18.
the mean-square distances between adjacent structures to be Initially T, is increased to a value on the order of the

approximately constant largest barriers in the configuration space/dR) which is
M exponentially more rugged than(r). Rather than explicitly
ZAR) =Kk > [(Te— re_1)2—d2 J2, (8) contrqllingTa during the run, a damping term.is added_to the
k=1 equation of motion for theuth atom in thekth intermediate
where d2,==M | (r,—r_1)%M. (2) A repulsive interac- structure
tion between intermediates along the Path mr = —V,#k(z‘( R)—{r k- (14
. P This equation of motion can be integrated using a finite dif-
Zr(R)=+ exd —\(r;—ry)2/(d)? 9 q 9 9
R(R) A > H= M= r)(d)7] © ference algorithm proposed by Amara and Stfaub allow

the chain of intermediates to sample a variety of possible

i wheréd)=3M . (r,—r._,)/M prevents two inter- : . .
s added whergd) =3 (rc—T\—1)/M prevents two inte reaction paths. The system dynamics allows the annealing
mediates from coming too close to one another. This makes

5 temperature to fluctuate during the run. In the event that
the path a self-avoiding walk(3) For molecular systems . . .
. N - . _there is a phase change with an associated latent heat, the
there are constraints that eliminate rigid body translation

. %eat is added to the system to allow for larger fluctuations
and rotation® " . .
and additional sampling. The rate of temperature decrease is
N i roughly proportional tal. Eventually the annealing tempera-
2:1 m,(r,—r,)=0, (100 ture approaches zero and the chain will settle to an estimate
g of the reaction pathway of maximum flux.

N
fix

;42:1 Ml u X0 =0, 19 IV. APPLICATIONS

whereN is the number of atoms in the system,, is the We have applied the algorithm described above to two

atomic mass, and, the Cartesian coordinates for thgh  model potentials and a dipeptide. The results are described

atom.{ri‘f}M:LN is the arithmetic average of the coordinatesbhelow.

of the atoms in the reactant and product configurations . .

These constraints are not needed for problems involviné' Muller potential

space-fixed potentials. The procedure defined above was followed in the first
application to the two parameter model potential of Fukui,
Kato and Fujimot®® studied by Miier,?

IIl. COMPUTATIONAL PROTOCOL Uny(y) = — 2002 0~ D2~ 10 _ 1 0gs - 10052

With the objective function defined as’(R)=AR)
+constraints, the problem is to find its global minimum
value in the space of all ppssibl_e reaction paths.. In a large 1 1560+ D2 08X+ Dy~ 1+0Ty-17 (15
molecule such as a protein, this is a computationally de- '
manding task. In our applications, we optimize the cost func-This potential provides a good test of a “local” reaction path
tion using a simulated annealing protocol. We define the efmethod which relies on a good initial guess at the path and
fective energy function subsequent refinement or a directed search in a few-

— 1700650+ 0.52+11(x+0.5)(y— 1.5 — 6.5y — 1.5)2
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TABLE |. Parameters for the restraints and the annealing dynamics that

were used in each optimization run.

B M+1 k(X104 p(X1072) N T,(x107%) ¢

X >
<S>
500505
SSSSNKT T
e W e W
e N et
= W
‘ IS
N

0

4 S TS OSRCS S SOCS
= ==

A RIS
St ey

-

Mdller 0.06 7 5 30 2.0
12 5 16 2.0
25 5 735 20
50 5 3.6 2.0
Three 1.0 15 0.01 0.7 2.0
Hole
2.0 15 0.55 826 2.0
3.3 15 5 200 2.0 6.4 0.1
15 5 200 2.0 15 0.1
Dipeptide 1.678 7 0.5 30 2.0

dimensional configuration space. The parameters for the o

timization run are given in Table . After settingin Eq. (9),

FIG. 2. A contour/surface plot of the three hole potential showing the three

the value ofp is set such that the upper limit for the inter- minima and saddles and the upper and lower reaction pathways. The arrows

mediate repulsion constraintss is approximately 1% of the
magnitude of the integrated fluxX for the initial guess. This

“rule of thumb” was followed in all our applications.

The reaction pathway found by the MaxFlux algorithm
is displayed in Fig. 1. The global path follows the optimal

reaction pathway for the potential. A coarse cham (1

indicate the “upper” and “lower” reaction pathways.

B. Three hole potential

The Miuler potential provides a good test for a

=7) results in a jagged path which can be refined by increagninimum-energy refinement method but is not a challenging
ing M and applying a simple energy minimization refine- test of algorithms designed to isolate the globally optimal
ment rather than the simulated annealing procedure. In Fig. reaction path. For that purpose we examine a simple two-
the chain is further refined using +1=12, 25, 50 which dimensional model potential,

provides a smooth reaction path comparable to what would
be defined by a minimum-energy path method. The MaxFlux
computed reaction pathway is an estimate of the best path for

Urh(X,y)=— 3.03_X2[e_<y—5/3)2_ e—(y—l/3)2]

the reaction system at nonzero temperatuge 1/

N

FIG. 1. The reaction path found for the Wer potential using +1=7, 12,

25, and 50. The MaxFlux method is effective not only in isolating a globally

optimized path but in providing a locally smooth reaction coordinate.

—5.0e Y e D p e (xt D (16)

which is shown in Fig. 2. In addition to the reactdtdwer

left well) and product(lower right wel) minima there is a
third energy minimun{above centegr There are two possible
reaction pathways. The lower reaction path moves roughly
left-to-right between the reactant and product wells crossing
a single saddle point. The upper reaction path travels indi-
rectly over a lower saddle point, through a basin, and then
down over a second saddle point before reaching the product
state.

The best minimum-energy “zero-temperature” reaction
path based on the minimization of Eq) is the lower reac-
tion path. However, the lower path is not always the path of
maximum reaction rate at nonzero temperature. Assuming a
diffusive dynamics and using E@6) to define the reaction
path of maximum flux, the lower reaction path will be the
pathway of maximum flux only at high temperatures. At low
enough temperatures the upper pathway, which crosses two
lower energy saddle points, is dominant.

We have applied the MaxFlux algorithm to this potential
at three temperatures which span the transition between the
two reaction pathwaygee Table)l The results are shown in
Fig. 3. The optimized pathways follow the direct lower path-
way at high temperatures. As the temperature is lowered
there is a transition to the dominant upper pathway.

The integrand of Eq(6) is shown in Fig. 4 as a function
of the length of the reaction path. The initial guess is shown
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FIG. 3. The reaction path found for the three hole potential for three differ-giG. 5. The contributions to the objective functiori+constraints as a
ent values of the reaction system temperattn@m top to bottom3=3.3, 1, function of the number of annealing steps taken during the annealing run for
and 2. The MaxFlux method is effective in isolating the dominant reaction g=3.3. The results are qualitatively the same at all temperatures studied.
pathway at high and low temperatures. Zero-temperature methods will defhe individual contributions to the objective function including the inte-
fine a single reaction coordinate which, in some temperature regime, Willrated flux7, the equal distance restraifity, and intermediate repulsion
provide both an underestimate of the rate and the wrong reaction mechg; are separately displayed. Asymptotically, the constraints are insignifi-
nism. cant and the minimization of the objective function is equivalent to the
minimization of~” alone.

along with the optimized results for the upper and IOWertive function Eq.(6) are displayed as a function of the num-
pathways at each temperature. At the temperature shown the, - ¢ steps executed during the annealing run. While the

upper reaction path provides the dominant reactive flux. annealing temperaturd, , is zero at the run’s end, the tem-

In Fig. 5 the contributions to the effective energy Oblec'perature of the reaction systemglis fixed throughout the
run. In each case, after initially large fluctuations in the en-
25000 ‘ . . . ‘ . . . ergy the objective function relaxes to an optimal value. The
f=33 constraint terms which can be large in the initial stages decay
rapidly; at the end of the annealing run the constraints make
a negligible contribution to the objective function.
== Initial guess 1 For comparison we have applied the criterion of Efber
in the form of Eq.(1) and the conjugate peak refinement
method of Fischer and Karpltiso the three hole potential.
The Elber and Karplus definition of the best reaction path
may be combined with a global optimization method to re-
fine the path and minimize Eql). We employed the same
constraints used in applying the MaxFlux method. The Fis-
cher and Karplus method does not lend itself to a global
optimization protocol. The result is determined by the choice
of initial path. The set of all possible initial paths may map
i onto one or more final reaction pathways. Both methods are
minimum-energy reaction path methods; there is no depen-
dence of the reaction path on the temperature.
In each case, we began with a straight line path as the
35 4 45 initial guess. Using both the Elber and Karplus definition and
the Fischer and Karplus method the lower reaction path was
FIG. 4. The integrand expU(r)] of Eq. (6) is shown for the upper and found to be optimal. At high enough temperatures, that is the
lower reactiqn pathways on the three hole pqtential/i@nﬁ.& The inte- dominant path. When the temperature is lowered the upper
grated flux”is 9698, 5506, and 4867 for the linear, lower path, and upper, a4, s qominant. As a result the rate constant determined
path, respectivelyin reduced units At this temperature, the upper reaction . e e .
path provides the dominant reactive flux. The dominant reaction path iVEr the incorrect lower path will significantly underestimate
correctly identified by the MaxFlux method. the reaction rate.

20000

15000
BU(r;)
10000

Lower path

5000

-« Upper path

L !
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w k-
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temperature reaction path methods. This test case serves to
demonstrate the ease of application of the method to all atom
models of biomolecular systems.

V. CONCLUSIONS

The determination of the optimal reaction pathway in a

psi multidimensional system at finit@nonzerg temperature is a

central problem in reaction rate theory. While a number of

zero-temperature methods have been successful in estimating

minimum energy reaction pathways in multidimensional sys-

tems, these pathways may grossly underestimate the actual

reaction rate at finite temperature. The MaxFlux algorithm
- . . : can be used to compute the reaction pathway of maximum
150 -100 -50 O 50 100 150 reactive flux at a well-defined temperature in both low and
high dimensional systems.
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